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Code is
available!

l Data Scarcity & Training Efficiency
•  

l High-dimensional Layout Structure

l Content-Layout Harmonization

l Controllability to User-Specified 
Constraints

Concept

Retrieval-augmented content-aware layout generation
 

Output layoutsInput image

Contributions
l Demonstrate the effectiveness of retrieval augmentation

in content-aware layout generation.
 

l Propose RALF:
Retrieval-Augmented Generation + Autoregressive Transformer.

 

l Show that RALF successfully generates high-quality layouts, 
significantly outperforming baselines.

Method
Preliminaries
l Layout:

 bounding box:                , category:  
 

l Flattened 1D sequence of layout:

 

How does RALF generate layouts?
1. Encodes input canvas image and saliency map.
2. Retrieves nearest neighbor layout examples based on 

the input image.
3. Fuses the features of retrieved layouts with the image 

feature using cross-attention.
4. Incorporates user-specified constraints.
5. Autoregressively generates a layout.
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Analysis
How effective RALF?
l Effective regardless of 

the training dataset size.
l Not sensitive to the 

number of retrieved 
layouts.

How different K affects the
generated results?
l K = 1: the generated layout

is similar to the reference.
l K=16: a variety of layouts

are generated.

Experiments

Quantitative Results

Unconstrained generation results 
on PKU dataset

Retrieval augmentation for 
other methods

Out-of-domain generalization
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Qualitative Results

l Retrieve nearest neighbor examples based on the input image and 
use them as a reference to augment the generation process. 

l Propose a Retrieval-Augmented Layout Transformer (RALF) 
designed to integrate retrieval augmentation for content-aware 
layout generation.
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Constrained generation tasks

Challenges


